Guidance for the Development of 
Evaluation Terms of Reference

For CARE Sierra Leone
By Jim Rugh

Purpose of these guidelines

External evaluators conducting meta-evaluations of CARE project evaluations
 have been critical of the way many evaluations have been conducted.  The criticism applies as much to the quality of the Terms of Reference (ToRs) 
 as to the methodologies used by the evaluators.  The CARE International (CI) Evaluation Policy
 calls for us to conduct more credible evaluations of the effectiveness of our work.  These guidelines for developing evaluation ToRs are meant to be a complement to the CARE Evaluation Policy, helping those responsible for planning for and those charged with conducting CARE project and program evaluations to be more aware of what should be addressed in evaluation ToRs.
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Some specific guidance for CARE project/program evaluations

Those commissioning and those given responsibility for conducting evaluations of CARE projects or programs should follow the general advice and professional standards referred to elsewhere; but they should even more specifically be aware of the CARE International Evaluation Policy, the Programming Principles, and the DME Standards.  While those are included in Annexes to these ToR guidelines, a few specific points are highlighted in the list below:

I. From the CI Evaluation Policy:
1. Whether or not required by a particular donor, every CARE project and program must have a final internal or external summary assessment and report that documents what was achieved and lessons learned. 

2. Evaluations need to test the relationships between a project’s or program’s efforts and progress towards CI’s Vision and Mission, including contributions to relevant Millennium Development Goals and Indicators. 

3. All evaluations need to include an analysis of the degree and consequences of implementation of the CI Programming Principles and Standards as well as contributions towards Country Office strategic plans.

4. Those conducting evaluations of CARE programs and projects should follow professional inter-agency standards.

5. All evaluations need to include a significant participation and high level of influence of project/program participants as well as relevant parties external to CARE.

6. Evaluation reports need to include the following sections, at a minimum:
· name (and acronym) of project/program, PN (Project Number) and country
· dates project/program was operating, and dates of evaluation
· names and contact information of those conducting the evaluation
· executive summary 
· description of project/program, including goals and objectives

· evaluation purpose, design and methodologies used (include ToR in annex)

· principal findings and recommendations

· lessons learned that could be useful to the wider CARE and development community, and recommendations for future programs/ projects.

7. Consistent with CI Principles, evaluation activities are conducted openly and in a transparent manner.

8. Recommendations from evaluations are to be followed up with action plans, and these action plans, in turn are to be followed up by relevant supervisors.
9. An electronic copy of the final evaluation report should be submitted for inclusion in the CARE Evaluation Electronic Library.

II. From the CI Principles and Standards
Those conducting CARE evaluations should assess how well the project or program being evaluated complied with the CARE International Programming Principles and DME Standards (see Annex III, beginning on page 11).  The following questions help provide such focus:
Principle 1:  Promote Empowerment: We stand in solidarity with poor and marginalized people, and support their efforts to take control of their own lives and fulfill their rights, responsibilities and aspirations. In what ways were members of the target community involved in the design, implementation, monitoring and evaluation of this project?  Is there evidence that the project made significant contributions to the empowerment of participants, especially women and other marginalized groups? In what ways?
Principle 2:  Work with partners: We work with others to maximize the impact of our programs, building alliances and partnerships with those who offer complementary approaches, are able to adopt effective programming approaches on a larger scale, and/or who have responsibility to fulfill rights and reduce poverty through policy change and enforcement.  What evidence is there that this project was implemented in collaboration with other organizations?  What was the nature and effect of such collaboration?    
Principle 3:  Ensure Accountability and Promote Responsibility: We seek ways to be held accountable to poor and marginalized people whose rights are denied.  In what ways, if any, were such people given opportunities to share their perspectives on how the CARE-supported project affected their lives?  What influence did they have on the way the project was evaluated, the findings obtained and the recommendations communicated?

Principle 4:  Address Discrimination:  In our programs and offices we address discrimination and the denial of rights based on sex, race, nationality, ethnicity, class, religion, age, physical ability, caste, opinion or sexual orientation.  What evidence is there that the project identified persons who are discriminated against and who’s rights have been denied?  What did the project do to address those issues?

Principle 5:  Promote the non-violent resolution of conflicts:  We promote just and non-violent means for preventing and resolving conflicts at all levels.  Where there conflicts within the community where this project worked, whether at local or broader levels?  If so, did this project address such conflicts, and, if so, how?  Was CARE able to play a significant mediator role?
Principle 6:  Seek  Sustainable Results:  As we address underlying causes of poverty and rights denial, we develop and use approaches that ensure our programs result in lasting and fundamental improvements in the lives of the poor and marginalized with whom we work.  Considering how this project was designed and implemented, and in respect to the principles addressed above, how sustainable are the results likely to be?

In addition to the above list of questions directly related to the CI Principles, those conducting CARE evaluations should also answer the following questions related to specific DME Standards:

Standard #4: Project designs should be based on a holistic analysis of the needs and rights of the target population and the underlying causes of their conditions of poverty and social injustice.  The evaluation should examine project documents, including the project proposal, to ascertain what kind of diagnostic assessment was conducted and how the project design was based on such analysis.
Standard #5: Summarize the project design in the form of a logical framework.  Was some form of a project logic model included in the project proposal?  Did it clearly articulate the hypothesis upon which the project was designed (i.e. how the proposed interventions were to contribute to the intended outcomes), as well as assumptions about external conditions that were key to the success of the project?

Standard #6: Set a significant yet achievable and measurable final goal.  What was the final goal or high-level objective(s) of the project/program?  Was it a “vision statement” or a goal with objectively verifiable indicators that could actually be measured?  Was achievement actually measured (or will it be measured as part of this evaluation)?  If so, how well was it achieved?
 Standard #7: Be technically, environmentally, and socially appropriate.  In what ways did the design and interventions used by this project follow professionally accepted best practices for the relevant sector(s)?  In what ways were environmental impacts considered?  Was it conducted in a way that was suitable for the social context?  How?
Standard #8: Indicate the appropriateness of project costs, in light of the selected project strategies and expected outputs and outcomes.  Although we recognize the difficulty of actually conducting cost-benefit analysis (in strictly econometric terms), did those who designed this project justify the budget in light of the expected outcomes?  Were alternative approaches considered?  In the evaluators’ opinions, did the actual results of this project provide value for the investment?
Standard #9:  Develop and implement a monitoring and evaluation plan and system based on the logical framework.  Was there a clear M&E plan?  Was it based on the logic model?  Was appropriate data collected?  Was it adequately analyzed?  Was the information used to inform key decision-making during the life of the project?  Was it useful to (and used by) the evaluation team?
Standard #10: Establish a baseline for measuring change in indicators of impact and effect.  Was a baseline study conducted at the start of this project?  Did it measure effect and impact indicators in ways that will be comparable with measurements taken as part of the final evaluation?  Was the baseline useful to (and used by) the final evaluation team?
Standard #11: Use indicators that are relevant, measurable, verifiable and reliable.  This standard goes on to state that indicators should be capable of yielding data that can be disaggregated to the individual level according to criteria that reveal vulnerabilities, such as gender, age and social class.  In the judgement of the evaluation team, did the project’s M&E system define and measure indicators (whether quantitative or qualitative) that met these criteria?  
Standard #12: Employ a balance of evaluation methodologies, assure an appropriate level of rigor, and adhere to recognized ethical standards.  This standard refers to the evaluation itself.  The evaluation should be subject to review by professional peers (meta-evaluation) to verify that relevant methodologies were used, and that standards were met.
  
Standard #13: Be informed by and contribute to ongoing learning within and outside CARE. Is there evidence that those who designed this project referred to lessons learned from evaluations of previous projects and/or relevant research?  Were lessons learned during the implementation of this project adequately documented so that others (including evaluators) could learn from this experience?  Be sure that the final evaluation report contains a section on lessons learned that are addressed to others who design similar projects under similar conditions in the future. 
Customizing plans for evaluation
 

Those commissioning a project or program evaluation need to consider a number of factors that should be included in the ToR.  The client, and the evaluator(s) being contracted to undertake this assignment, might find the following set of questions helpful to be sure these factors are taken into consideration as plans are made for conducting an evaluation.  The answers to these questions can help to focus on important issues to be addressed by the evaluation, including ways to deal with constraints of budget, time and data availability.  When developing the ToR for an evaluation, whether following the proposed template in Annex I, or following any other outline, it would be a good idea to cross-check with the following list to be sure these questions are adequately answered within the ToR.
1. Who asked for the evaluation (primary client)? 
2. Who are the other key stakeholders (persons who have responsibility for or at least care about the project)?  
3. Do they have preconceived ideas regarding the purpose for the evaluation and expected findings?  What are they?
4. What is the main purpose for conducting this evaluation?  What are the key questions to be answered?

5. Who has been/should be involved in planning the evaluation?  
6. Who should be involved in implementing the evaluation?

7. Will this be a formative or summative evaluation? Is its purpose primarily for learning-and-improving, or for accountability?  Or a combination of both?

8. Will there be a next phase, or other projects designed based on the findings of this evaluation? 
9. What decisions will be made in response to the findings of this evaluation?  By whom?
10. What is the appropriate level of rigor needed to inform those decisions? I.e. how precise do the results need to be to adequately answer the key questions?
11. What is the scope/scale of the project or program being evaluated, and of the evaluation itself?  I.e. size of target population or geographic area covered.
12. How much time will be needed/available to conduct the evaluation?

13. What financial resources are needed/available?

14. What evaluation design or pattern would be required/is possible under the circumstances?
 

15. Should the evaluation rely mainly on quantitative or qualitative methods?  Or a combination (mixed methods)?
16. Should participatory methods be used?  If so, who should be included?  In what ways?
17. Can/should there be a survey of individuals, households, other entities?
18. Who should be interviewed?
19. What sample design and size are required/feasible?
20. What form of analysis will best answer the key questions? 

21. Who are the audiences for the report(s)?  How will the findings be communicated to each audience?
22. What form of follow-up will be expected?  By whom?  Who will be responsible for assuring that appropriate follow-up is conducted?
1. What form of follow-up will be expected?  By whom?

The ToR should define:

1. Who will be involved in what ways, with what responsibilities, including forms of stakeholder participation in evaluation planning, data collection, analysis and reporting; 

2. Information sources for existing data sources (e.g. project proposal, baseline study, monitoring data, midterm or other previous evaluations, annual reports, case studies; secondary sources);

3. Need for and sources of information for new data collection;

4. Sampling approaches for different methods, including area and population to be represented, procedures to be used and sampling size (where information is to be gathered from those who benefited from the project, information should also be gathered from eligible persons not reached.)

5. The level of precision required (considering trade-offs between what’s desired and what resources in terms of budget, time and skills are available)

6. Data collection instruments and methods (preferably a mix of quantitative and qualitative approaches)

7. Expected measures put in place to ensure that the evaluation process is ethical and that participants in the evaluation – e.g. interviewees, sources — will be protected (see standards promoted by professional evaluation networks, referenced in the CI Evaluation Policy)

8. Types of and processes for data analysis

9. Forms of communicating findings and recommendations to various stakeholders (audiences)

10. Responsibilities for follow-up action plans in response to findings and recommendations.

Some advice based on experience

· Clients and other stakeholders can have widely varying expectations of what an impact evaluation is and what it can produce. These can range from detailed quantitative estimates to case studies on how a program has affected the lives of individual households or entire communities.

· An evaluation should be based on a sound understanding of why the evaluation is being commissioned, how the findings will be used, and the political context within which it will be conducted. Understanding the client’s bottom line—what information and analysis is essential and what would simply be “nice to have”—is critical when decisions have to be made on what can and cannot be cut in light of budget and time constraints.

· All programs are based on an implicit (or explicit) model or hypothesis of how the program is expected to operate, how the intended outputs and impacts are to be achieved, and the factors facilitating or constraining achievement. Defining the program theory helps focus the evaluation and identify the key hypotheses and linkages that the evaluation must test.

· The scoping step should end with an agreement between the client and the evaluator(s) on the design and methodologies that best respond to the purposes for which the evaluation is being commissioned, while at the same time adapting to the budget, time, data, and political constraints under which it must be conducted.

Annex I  Suggested outline for Evaluation ToR
Developed by Jim Rugh during workshop with CARE Sierra Leone staff 19-22 May 2009

PART I

Cover page should include very brief basic information such as:

	Agency:
	(e.g. CARE)

	Country:
	(e.g. Sierra Leone)

	Name of Project:
	

	Project start and end dates:
	

	Evaluation type:

	

	Main Purpose for undertaking this evaluation:
	

	Key stakeholders (Who asked for this evaluation?):
	

	Evaluation Start and end dates:
	

	Anticipated Evaluation Report release date:
	


1. Background (brief description of the project, including previous evaluation-related events)

2. Scope of this project (e.g. description and numbers of target population)
3. Main purposes for this Evaluation (very brief summary statement)
4. Main questions to be addressed (topics on which the evaluation team will be expected to provide recommendations.) 

5. Evaluation Process and Methods (brief summary; see more details in Part II)

6. Reporting requirements (main audiences to whom findings need to be communicated)

7. Total Budget:

a. For life of project
b. for this evaluation [details in Part II]

c. source(s) of funding
PART II More detailed plans for this evaluation

1. More detail on major stakeholders: Who asked for this evaluation? What they are expecting? (There may be different expectations by different stakeholders.)

a. Who has been/will be involved in planning this evaluation?

b. Give more details by stakeholder in a matrix like the following:

	Donors / project managers / partners / community representatives / other key stakeholders
	Main expectations they have for this evaluation

	
	

	
	

	
	

	
	

	
	

	
	


2. Goal and objectives of this project.

3. Logic model that summarized hypothesis and assumptions upon which this project was designed (may be attached as appendix to this ToR)
4. With reference to the main questions to be answered by this evaluation (see #5 above): What are the more specific questions to be answered? 

What indicators/types of evidence relate to those questions? (Use table below, including sources of data)
	Specific questions
	Indicators (data to be collected)
	Source of data / evidence

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


5. What is/will be the evaluation pattern for the life of this project? (see examples in box below) 


[image: image1]
6. Agency/other evaluation standards/policies referenced, and how they are to be addressed in this evaluation. (Be specific, e.g. which USAID regulations apply to this evaluation?)
7. What methodology/methodologies will be used to collect data? (provide sufficient detail)
a. What level of rigor (precision) is required (high / moderate / low) 
b. What methodology(ies) were used for baseline study?

c. What methodology(ies) will be used for the current evaluation?

d. Documentation and secondary information to be referenced (project reports, lessons learned, reports of relevant data by other agencies, researchers, etc.)
8. Sources of data (provide greater level of detail than in table #4 above)

9. What constraints are likely to be faced, and what is proposed to do to address them? (e.g. lack of baseline or comparative group data, insufficient budget or time, political pressures/expectations of clients, other …)
10. Person(s) responsible for over-all supervision and coordination of this evaluation
11. Persons responsible for Administrative Procedures and Logistics
12. Composition of Evaluation Team (internal/external, tiles)
a. Qualifications of team leader (see more details in Appendix II)

b. Qualifications of other members of evaluation team

c. Descriptions of others who will actively participate in the process of this evaluation

(Include matrix showing differentiated roles)
	Stakeholders / participants/outsiders
	Role(s) they will play in evaluation

	
	

	
	

	
	

	
	

	
	

	
	


13. Who are the audiences to whom the findings and recommendations of this evaluation should be communicated?
a. What forms of communication would be most appropriate for each audience? [use table to show different audiences – forms of communication]
	Audience
	Form of communication

	
	

	
	

	
	

	
	

	
	

	
	


14. What form of follow-up will be expected?
a. What decisions will be made based on the findings of this evaluation?

b. By whom, playing what roles? (RACI: Responsible / Accountable / Consulted / Informed)
15. Who wrote this ToR?
a. Who else was involved?
PART III:  More specific details related to external consultant(s) [Note: this could also be used as the announcement for recruiting the external consultant(s). The rest of the ToR should be attached to the announcement..]  
1. Brief background on project and introduction to purpose for this evaluation 

2. Summary of responsibilities of Evaluation Team Leader and main tasks to be performed

3. Qualifications sought of external evaluator(s)

4. Timeframe 

5. Expected travel

6. Deliverables (e.g. Inception Report, Preliminary conclusions, Full Evaluation Report)

7. How to apply.  E-address of primary contact person.
Annex II
CARE International Evaluation Policy
 
(condensed version)

Purpose

This Evaluation Policy has been articulated to help CARE achieve its vision and mission of poverty reduction and rights fulfillment, through the promotion of institutional accountability, use of lessons learned to improve our policies and practices, and transparent sharing of project and program evaluations both internally and externally.  This policy is a complement to and consistent with the CI Program Principles and Standards. This policy covers emergency, rehabilitation, and development projects and programs.

Policy Lines

1. Country Offices have primary responsibility for planning, financing and supervising the conducting of project evaluations, as well as their dissemination and utilization, in collaboration with regional management and/or relevant CI Members and relevant technical units.

2. Consistent with CI Principle #3 which calls for accountability and responsibility, the effectiveness of all CARE projects and programs must be evaluated in appropriate ways. Whether or not required by a particular donor, every CARE project and program must have a final internal or external summary assessment and report that documents what was achieved and lessons learned. 

3. Evaluations need to test the relationships between a project’s or program’s efforts and progress towards CI’s Vision and Mission, including contributions to relevant Millennium Development Goals and Indicators.

4. All evaluations need to include an analysis of the degree and consequences of implementation of the CARE International Program Principles and Standards as well as contributions towards Country Office strategic plans. 

5. Those conducting evaluations of CARE programs and projects should follow professional inter-agency standards, due to the need to “speak a common language” within larger coalitions. These include international standards such as the NGO & Red Cross Code of Conduct and Sphere minimum standards for humanitarian response.
6. All evaluations need to include a significant participation and high level of influence of project/program participants as well as relevant parties external to CARE.

7. Evaluation documents need to include the following sections, at a minimum: Name of project and country, PN (Project Number), dates project was operating, and date of evaluation; names and contact information of those conducting the evaluation, including external consultant(s) (if used); executive summary; principal findings, including lessons learned that could be useful to the wider CARE and development community, and recommendations for future programs/ projects.  

8. Evaluation activities are conducted openly and in a transparent manner.

9. Recommendations from evaluations are to be followed up with action plans, and these action plans, in turn are to be followed up by relevant supervisors.

10. CARE International members commit to a continuous process of improving the level and importance of evaluation activity within the organization. 
11. CARE International commits to allocating and generating the resources required for this Evaluation Policy to be fully and effectively implemented. Adequate budgets for monitoring and evaluation must be written into proposals and firmly negotiated with CARE’s donors.
Comments on and Proposed Guidance to Promote the CARE International Evaluation Policy

Introduction:

The CARE leadership at multiple levels, as well as others such as government and private donors, OECD-DAC, and watchdog agencies, are asking for more substantial evidence of the global effectiveness and impact of INGOs like CARE. 

Principles:

The over-riding principles that should be followed to guide the conduct and content of evaluations are consistent with the CI Programming Principles: 

· Relevance (focus on what is important)

· Participation (of community representatives)
· Focused on impact on the lives of people (significance) 
· Credibility (objective and reliable methods)

· Integrity (ethical standards) by staff members and external evaluators engaged by CARE. 
· Transparency (willingness to share findings)

· Independence (of evaluators)

Evaluations beyond “projects”

While projects must, of course, be evaluated, we need to more proactively evaluate other levels and dimensions of CARE’s work as well, including periodic strategic evaluations on issues of critical importance to CARE, such as those related to themes chosen for Strategic Impact Inquiries, post-project (ex post) project evaluations to ascertain sustainable impact, and periodic metaevaluations on selected sectors or themes, within or across countries. Country Office and CI Member strategic plans should also be evaluated periodically.

Evaluation methodologies

1. There are a variety of purposes, types and methods for conducting evaluations.  In addition to conducting evaluations to meet donor requirements, plans for evaluations should:

· Be consistent with the overall Monitoring and Evaluation plan for each project or program: 

· Be seen as opportunities by project staff, partners and participants to gain more in-depth perspective on how well their work is leading to desired and unintended outcomes;

· Use evaluations not only retrospectively (evaluating compliance with donor requirements) but also proactively to promote best practices and inform future strategy.  

2. Whenever possible, planning for evaluation should begin at the time of project design (rather than waiting until the end of the life of a project).

3. Recognize the value of both formative (e.g. mid-term) and summative (final) evaluations.

4. Managers of projects or programs being evaluated are the primary persons responsible for organizing evaluations.

5. Improve methodologies to enhance quality, credibility and utility of evaluations.

6. Even where evaluation ToRs are prescribed by donors, they should include an assessment of compliance with the CARE Principles and DME Standards for program quality
 and, for Humanitarian Response, the Sphere standards.

Capacity building

1. Build long-term DMEAL
 capabilities among CARE staff as well as their partners and counterparts.

2. The CARE Impact Guidelines, Project Design Handbook, M&E Guidelines, Project Standards Measurement Instrument (PSMI) and the DME Capacity Assessment Toolkit (DME-CAT), among other resources, can all help to promote capacity development. 

3. In addition to internal CARE documents, those responsible for evaluation should be acquainted with relevant resources available from other agencies and evaluation networks.

Participation

1. Stakeholders, including representatives of the target population, should participate in the planning, implementation and utilization of evaluations. 
2. Promote partnerships and interagency evaluations with research institutions and collaborating agencies.

3. Whenever possible, include external experts on evaluation teams.

4. Joint evaluations are encouraged to promote constructive peer review, improve cost effectiveness and better capture attribution.

Utilization

1. Use appropriate communications strategies to share the findings of evaluations in ways that are understandable and useful to various stakeholders.

2. Systematically collect evaluation reports and add them to CO collections as well as the CARE global Evaluation Electronic Library (EeL) via CPIN.

3. Promote the publication and dissemination of evaluation guidelines and evaluation reports.

In summary:

1. CARE is committed to improving the level, importance and relevance of evaluation within the organization.
2. We will use evaluations to promote systematic reflective practice and organizational learning, as well as to provide accountability for effectiveness in contributing to significant and sustainable changes in the lives of the people we serve.  They deserve nothing less.

3. We will provide global leadership in promoting, strengthening capacity, and enforcing this Evaluation Policy and Strategy.

Annex III
CARE International Programming Framework
The CARE International Program Standards Framework relates the CI Vision, Mission and Principles with DME Standards that CI Members agree should inform and shape all CARE programs and projects.  CARE programs and projects should propose strategies that lead to lasting impact on the lives of poor people and communities.  They should do so in a way that conforms with the purpose CI describes for itself in its vision and mission.

Vision Statement

CARE International will be a global force and partner of choice within a world-wide movement dedicated to ending poverty.  We will be known everywhere for our unshakeable commitment to the dignity of people.
Mission Statement

CARE International’s mission is to serve individuals and families in the poorest communities in the world.  Drawing strength from our global diversity, resources and experience, we promote innovative solutions and are advocates for global responsibility.  We facilitate lasting change by:

· Strengthening capacity for self-help

· Providing economic opportunity

· Delivering relief in emergencies

· Influencing policy decisions at all levels

· Addressing discrimination in all its forms

Guided by the aspirations of local communities, we pursue our mission with both excellence and compassion because the people whom we serve deserve nothing less.

Programming Principles

In order to fulfill CARE’s vision and mission, all of CARE’s programming should conform with the following Programming Principles, contained within the CI Code.  These Principles are characteristics that should inform and guide, at a fundamental level, the way we work.  They are not optional.  These Programming Principles are as follows:

	Principle 1:  Promote Empowerment 

We stand in solidarity with poor and marginalized people, and support their efforts to take control of their own lives and fulfill their rights, responsibilities and aspirations.  We ensure that key participants and organizations representing affected people are partners in the design, implementation, monitoring and evaluation of our programs.



	Principle 2:  Work with partners  
We work with others to maximize the impact of our programs, building alliances and partnerships with those who offer complementary approaches, are able to adopt effective programming approaches on a larger scale, and/or who have responsibility to fulfill rights and reduce poverty through policy change and enforcement.


	Principle 3:  Ensure Accountability and Promote Responsibility

We seek ways to be held accountable to poor and marginalized people whose rights are denied.  We identify individuals and institutions with an obligation toward poor and marginalized people, and support and encourage their efforts to fulfill their responsibilities. 



	Principle 4:  Address Discrimination 
In our programs and offices we address discrimination and the denial of rights based on sex, race, nationality, ethnicity, class, religion, age, physical ability, caste, opinion or sexual orientation. 


	Principle 5:  Promote the non-violent resolution of conflicts
We promote just and non-violent means for preventing and resolving conflicts at all levels, noting that such conflicts contribute to poverty and the denial of rights.



	Principle 6:  Seek  Sustainable Results

As we address underlying causes of poverty and rights denial, we develop and use approaches that ensure our programs result in lasting and fundamental improvements in the lives of the poor and marginalized with whom we work. 




We hold ourselves accountable for enacting behaviors consistent with these principles, and ask others to help us do so, not only in our programming, but in all that we do.

Project Standards

These CARE standards apply to all CARE programming (including emergencies, rehabilitation and development) and all forms of interventions (direct service delivery, working with or through partners, and policy advocacy).

These standards, as well as accompanying guidelines, should be used to guide the work of project designers; as a checklist for approval of project proposals; as a tool for periodic project self-appraisal; and as a part of project evaluation.  The emphasis should not be only on enforcement but also on the strengthening of capacity to be able to meet these standards for program quality. At the time of initial approval, if a project can not meet one or more standards, allow for explanation of why, and what will be done about it. More than a “passed/failed” checklist, these call for a description of how well a project meets each standard, and an action plan for how it will better meet these standards going forward.
Each CARE project
 should:


1.
Be consistent with the CARE International Vision and Mission, Programming Principles and Values.
Projects and programs should fit comfortably within the spirit and content of the CARE International (CI) Vision and Mission statements. In other words, CARE projects should show how they will contribute, ultimately, towards lasting improvements in human well-being, hope, tolerance, social justice, reduction in poverty, and enhanced dignity and security of people. They should be guided by CI Programming Principles that synthesize and integrate with central elements of  CARE’s evolving program approaches, including livelihoods, basic rights, gender and diversity, partnerships and civil society. 

2.     
Be clearly linked to a Country Office strategy and/or long term program goals.
Projects should not be isolated, but clearly embedded in long term multi-project programs and strategic frameworks that address the underlying conditions and root causes of poverty and social injustice.  Doing so provides a larger framework in which project decisions are made, but does not preclude strategic innovation and experimentation. CARE's strategies should be clearly linked to the development efforts of others (e.g. government, multilaterals, NGOs).


3.  
Ensure the active participation and influence of stakeholders in its analysis, design, implementation, monitoring and evaluation processes.
Every project should be explicit about its process of participation and consultation, aiming for openness and transparency. “Stakeholders” will be understood to include target communities, partner organizations, governments, and CARE staff.  The interventions of the various actors should be coordinated and reinforcing and, individually and together, work together to achieve sustainable impact.
4.
Have a design that is based on a holistic analysis of the needs and rights of the target population and the underlying causes of their conditions of poverty and social injustice.  It should also examine the opportunities and risks inherent in the potential interventions.  

The diagnostic assessment and subsequent analysis should be based upon a clear frame of reference and include an analysis of problems and their causes from a range of perspectives including institutional as well as opportunity analysis.  Social analyses could examine how needs and rights are related to gender, social class, ethnicity, religion, etc. The analysis should lead to an understanding of institutional capacity, power relationships, and the exercise of rights and responsibilities, as well as household level conditions. 

5.
Use a logical framework that explains how the project will contribute to an ultimate impact upon the lives of members of  a defined target population.  


The project plan should be clearly summarized in a logical framework that shows how proposed interventions and anticipated outputs will result in defined effects and impact.  It should specify level of intervention (household, community, institutional, societal) and how the project will ultimately contribute to sustainable impact for a specific target population.  It should identify key assumptions and provide validation for its central hypothesis. 

6. 
Set a significant, yet achievable and measurable final goal.
 

A project final goal must be achievable and measurable during the life of the project. This calls for project designers to clearly define what the project will be held accountable for achieving.  It should be practical and do-able, yet be at the outcome level (intermediary impact or at least effect) rather than output level.

A project final goal must also be clearly and explicitly linked to, and significantly contribute to, “higher level” program or strategic goals.  Program goals should address underlying causes of poverty and social injustice, but their impact – “equitable and durable improvements in human wellbeing and social justice” – should be ultimately manifest at the household or individual level. 


7.
Be technically, environmentally, and socially appropriate.  Interventions should be based upon best current practice and on an understanding of the social context and the needs, rights and responsibilities of the stakeholders.
The project must be designed in a way that is likely to make a significant and  positive difference, with minimal undesired social or environmental consequences. Interventions must make reference to technical or sectoral experience or standards, developed by CARE or others, to demonstrate the viability of their approach. Environmental analysis could include assessment of current status, analysis of potential impact, and regional environmental issues. These may require technical appraisal by those with expertise in the relevant professions.

8.
Indicate the appropriateness of project costs, in light of the selected project strategies and expected outputs and outcomes. 
Program designers must be able to defend the budget of a project relative to its outputs, scale and anticipated impact.  Also, the M&E plan should include methods for measuring cost effectiveness, i.e. to demonstrate that the costs of project interventions are reasonable and commensurate with the outputs and outcomes achieved.

9.
Develop and implement a monitoring and evaluation plan and system based on the logical framework that ensures the collection of baseline, monitoring, and final evaluation data, and anticipates how the information will be used for decision making; with a budget that includes adequate amounts for implementing the monitoring and evaluation plan.
M&E plans should provide sufficient detail to clearly identify evaluation design, sources of data, means of measurement, schedule for measurement, data processing and analysis, dissemination of information to and utilization by key stakeholders, and responsibilities for each of these processes.    Sufficient budget should be allocated for designated tasks, and planning should ensure that CARE staff and partners have the capacity required for their implementation. Monitoring information should be useful and timely to promote reflective practice, for management decision-making, and for adapting project approaches and strategies. M&E plans should incorporate methods to measure risks and assumptions and to track unintended effects.

10.
Establish a baseline for measuring change in indicators of impact and effect, by conducting a study or survey prior to implementation of project activities. 


There needs to be a distinction between a diagnostic assessment and a baseline study.  The former gathers a little information about many conditions and is used to inform project design.  A baseline study, on the other hand, should focus on measuring indicators of effect and impact with a level of rigor required for a “before-and-after” comparison with evaluation.  Baseline studies can use qualitative as well as quantitative data, as long as they describe the initial situation with sufficient precision to be able to clearly measure changes over the life of the project.  
11.
Use indicators that are relevant, measurable, verifiable and reliable. 
Indicators should be capable of yielding data that can be disaggregated to the individual level according to criteria that reveal vulnerabilities, such as gender, age and social class.  Both qualitative and quantitative measures are acceptable as long as they can illustrate discernible and significant change.  For indicators to be reliable denotes that they are robust and will be useful and credible throughout the life of the project.  CARE should draw upon the international development community’s great wealth of experience with indicators. 


12.
Employ a balance of evaluation methodologies, assure an appropriate level of rigor, and adhere to recognized ethical standards.

Evaluation should be incorporated as standard practice as a basis for accountability and for documented, institutionalized learning.  Although various forms of evaluation should be planned, such as internal or external, formative (mid-term) or summative (final) or even ex post (to evaluate sustainability), the minimum is that there should be at least a final evaluation that summarizes the achievements and lessons learned by the project.  

Diagnostic assessments, baseline studies, monitoring, and evaluations should utilize a balance of methodological approaches to ensure triangulation, a richness of data, and mutual modifications.  Evaluations should assure appropriate levels of rigor and precision in their designs and selection of methodologies.  Informant confidentiality should be protected.  Each evaluation event should draw upon previous ones and anticipate subsequent events.  Evaluation processes must be documented and carefully archived, allowing subsequent project phases to replicate methods and draw upon comparative data.

13.
Be informed by and contribute to ongoing learning within and outside CARE.
It is critical that relevant research and previous project evaluations inform the initial proposal preparation stage.  More than that, learning should also apply throughout the life of a project and beyond.  The lessons learned from a project should be adequately documented for utilization in the design of other projects.  Project management should support the documentation of project processes, including re-designs.  Reflective practice, such as the regular use of monitoring data, should be built into every project.  Learning should be an organization-wide priority supported by frequent meta-evaluations.


Annex IV 
Evaluation Designs

Table 1 Seven Evaluation Designs Used in Quantitatively Oriented RealWorld Evaluations

	
	Start of Project (pretest)


	Project Intervention (continues on to end of project)


	Midterm Evaluation or Several Observations during Implementation


	End of Project (posttest)


	Follow-up Some Time after Project Ended (ex-post)


	The Stage of the Project Cycle at which Each Evaluation Design Can Begin to Be Used

	Evaluation Design
	T1
	
	T2
	T3
	T4
	

	TWO STRONGEST QUANTITATIVE EVALUATION DESIGNS

	1. Comprehensive longitudinal design with pre, midterm, post and ex-post observations on the project and comparison groups. This is the methodologically strongest design but also the most expensive and time-consuming.  Permits assessment of the process of project implementation as well as trend analysis.  Random assignment of subjects (‘pure’ experimental design) is rarely feasible or ethical so this and following designs normally use comparison groups selected to match  the project group as closely as possible (quasi-experimental design).


	P1

C1
	X
	P2[n] 
C2[n]
	P3
C3
	P4

C4
	Start

	2. Pretest-posttest  project and comparison groups. For most purposes, this is the best available design when the evaluation can begin at the start of the project with a reasonable budget and no particular constraints on access to data or use of a comparison group. 


	P1

C1
	X
	
	P2
C2
	
	Start

	FIVE PROGRESSIVELY LESS ROBUST QUANTITATIVE EVALUATION DESIGNS 

	3. Truncated longitudinal  pretest-posttest project and comparison group design. Project and comparison groups observed at two or more points during project implementation, but evaluation does not begin until the project is underway.  Evaluation often starts as part of midterm review.   


	
	X
	P1[n]

C1[n]
	P2

C2
	
	Midterm

	4. Pretest-posttest project group combined with posttest analysis of project and comparison group.  No baseline data collected on comparison group.


	P1
	X
	
	P2
C1
	
	Start

	5. Posttest project and comparison groups.  No baseline or midterm data collected


	
	X
	
	P1
C1
	
	End

	6. Pretest-posttest project group.  No comparison group. 


	P1
	X
	
	P2
	
	Start

	7. Posttest  project group only. No baseline project data or comparison group. This is the weakest quantitative design but (unfortunately) very widely used due to lack of pre-planning, as well as budget and time constraints. 


	
	X
	
	P1
	
	End


Key

T = time during project cycle

P = project participants

C = comparison group

P1, P2, C1, C2, etc. = first, second (and in some designs third and fourth) observations of the Project or Comparison groups in a particular evaluation design

X = project intervention (a process rather than a discrete event)

Table 2.  Determining Possible Evaluation Designs

	Question
	If the Answer Is Yes
	If the Answer Is No

	Was the evaluation pre-planned? That is, was the evaluation design included in the project’s monitoring and evaluation plan from the beginning?
	Use that pre-existing plan as the guide for the project evaluation. The evaluation should include an assessment of the appropriateness of the monitoring and evaluation plan and should acknowledge and use it.
	This is going to have to be an ad hoc, one-off evaluation (e.g., Design 5 or 7). This limits the rigor of the evaluation design, but there are things that can be done, even so.



	Was there a baseline (pretest)?

	That will make a “before and after” (Design 4 or 6) possible—if baseline was done in a way that can be compared with the posttest (end of project evaluation). 
	Too bad! You’ll either have to make do with retrospective guesswork, a “with and without” (comparison group at final only, Design 5) or cope with a “one snapshot” limitation.

	Was there a comparison group for the baseline?

	Recommend Design 1 or 2 if there can be the same or a comparable control group for the posttest (see next question).

	Too bad. Could still use Design 3 or 4, hoping that the posttest comparison group was similar to the participants at the beginning of the project.

	Even if there was no comparison group in the baseline, can there be a comparison group for the posttest (end-of-project evaluation)?

	Design 3, 4, or 5 could be used. Do all possible to verify that the comparison group was similar to the participants at the beginning and in all ways except for the intervention. 
	Consider looking for secondary data that may give general trends in the population to compare with the group that participated in the project.


	Was reliable monitoring information collected on effect and/or impact indicators during project implementation?
	Very helpful! Quasi-experimental longitudinal Design 1 may be possible, including examining trends over time.
	Well, pretest + posttest (Design 2) isn’t bad. You might still look for secondary data indicating trends.

	Will it be possible to conduct an ex-post evaluation some time (e.g., several years) after the end of the project?
	An extended longitudinal Design 1 will provide more certain evidence of sustainability (or lack thereof).
	Without an ex-post evaluation, predictions about sustainability will have to be made based on the quality of the project’s process and intermediary outcomes.
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What goes into a Terms of Reference (ToR)

A Terms of Reference (ToR) — also known as a Scope of Work — is a plan or blueprint outlining the key elements of the purpose, scope, process and products of an activity, including management and technical aspects as necessary. Developing a ToR is a critical early step in any evaluation. In the narrowest sense, it is the basis for contractual arrangements with external consultants, More broadly, it should first be developed as a means of clarifying expectations, roles and responsibilities among different stakeholders, providing the plan for the overall activity, including follow-up. The time and effort spent in preparing a good ToR has big returns in terms of the quality, relevance and usefulness of the product.

The depth and details in the ToR will of course vary. The ToR for an externally

facilitated programme evaluation involving numerous stakeholders will be quite

detailed, while for an internal evaluation of an activity or an emergency rapid

assessment it could be a simple outline.

ToRs are often developed in stages. In programme evaluation, stakeholders' first discussions will focus on the details on purpose and evaluation questions. A further developed version used for recruiting external consultants requires more detail on existing information sources, team composition, procedures and

products, but may describe methodology and a calendar of activities only in broad terms. The ToR may be further refined once an evaluation team is on board, with a careful review of the purpose and key questions and corresponding elaboration of methodology.
ToRs are Important:
For all stakeholders

• They explain the agreed expectations in terms of the parameters and process of the exercise, and are a guide to each stakeholder’s specific role.

For the evaluation or assessment/survey team

• They ensure that expectations are clear. They provide a reference to check back on whether the objectives are met.

• External teams may require more detail on background context and on intended audiences and uses; internal teams may simply need to clarify the parameters of the assignment.

For managers of M/E activities

• They are a place to establish performance standards (e.g. reference to specific policies, standards).

• They are a means of building desired good practice into the process of the M/E activity (e.g. establishing a stakeholder consultation workshop in the methodology).

• They establish opportunities for quality control (e.g. presentation and review of intermediate products).

WHAT GOES INTO A PROGRAMME EVALUATION TOR?

The following can also be used for a project or activity-level evaluation.

Title

• Identify what is being evaluated. Use appropriate programme titles. Clarify the time period covered by the evaluation.

Background

• Briefly describe the history and current status of the programme, including objectives, logic of programme design or expected results chain, duration, budget, activities.

• Situate with reference to the organisation’s overarching country programme, as well as parallel or linked national programmes.

• Situate the important stakeholders, including donors, partners, implementing agencies/organisations.

Purpose of the evaluation

• Clarify why the programme is being evaluated.

• Describe how the evaluation process and/or results will be used and what value added they will bring.

• Identify the key users/target audiences.

• Situate the timing and focus of the evaluation in relation to any particular decision-making event (e.g. review meeting, consultation, planning activity, national conference) and/or the evolution of the programme.

Scope and focus

• An “objectives” format can be used with or instead of evaluation questions. Where

both are used, one objective is usually discussed through a number of questions.

• List the major questions the evaluation should answer — they should relate to the

purpose and be precisely stated so that they guide the evaluator in terms of

information needs and data to collect. Group and prioritise the questions. They

should be realistic and achievable.

• Specify evaluation criteria to be used given the evaluation’s objectives and scope. Evaluations should use standard OECD/DAC criteria (relevance, efficiency, effectiveness, sustainability and impact) as well as additional criteria for evaluation of humanitarian response (coverage, co-ordination, coherence and protection). An

explanation for the criteria selected and those considered not applicable should be given and discussed with the evaluation team.

• Evaluations of UNICEF-supported programmes should include two-additional criteria – the application of human rights-based approach and results based management strategies.

• Consider including a cost analysis of the programme. Good cost analysis strengthens results-based management and increases the utility of the evaluation.

• Specify key policies and performance standards or benchmarks to be referenced in evaluating the programme, including international standards.

Existing information sources

• Identify relevant information sources that exist and are available, such as monitoring systems and/or previous evaluations. Provide an appraisal of quality and reliability.

Evaluation process and methods

• Describe overall flow of the evaluation process — sequence of key stages.

• Describe the overall evaluation approach and data collection methods proposed to

answer the evaluation questions. An initial broad outline can be developed further

with the evaluation team. Ultimately it should be appropriate and adequate providing a complete and fair analysis.

The final ToR should define:
- Information sources for new data collection

- Sampling approaches for different methods, including area and population to be represented, procedures to be used and sampling size (where information is to be gathered from those who benefited from the programme, information should also be gathered from eligible persons not reached.)

- The level of precision required

- Data collection instruments

- Types of data analysis

- Expected measures put in place to ensure that the evaluation process is ethical and that participants in the evaluation – e.g. interviewees, sources — will be protected

• Highlight any process results expected, e.g. networks strengthened, mechanisms for dialogue established, common analysis established among different groups of stakeholders.

• Specify any key intermediate tasks that evaluator(s) are responsible for carrying out, and a preliminary schedule for completion. Consider for example:

- Meetings, consultation, workshops with different groups of stakeholders

- Key points of interaction with a steering committee

- Process for verification of findings with key stakeholders

- Presentation of preliminary findings and recommendations.

Stakeholder participation

• Specify involvement of key stakeholders as appropriate providing a sound rationale. Consider internal stakeholders, programme partners, donor representatives, etc. Roles might include liaison, technical advisory roles, observer roles, etc., or more active participation in planning and design, data collection and analysis, reporting and dissemination, follow-up.

• Specify expectations in terms of involvement of, or consultation with, primary stakeholders. Be clear about where they would participate, i.e. in planning and design, data collection and analysis, reporting and dissemination, and/or follow-up.

Accountabilities

• Specify the roles and responsibilities of the evaluation team leader and team members, as well as other stakeholders and advisory structures involved, e.g. steering committees. This section should clarify who is responsible for:

- Liaison with the evaluation team

- Providing technical guidance

- Co-ordinating the stakeholders involved

- Selection, orientation and training of team members, data collection assistants where applicable, interpreters 
- Approval of intermediate and final products

- Capacity-building with stakeholders, national or other (a possible responsibility of the evaluation team).

• Specify the means to protect and limits to evaluators independence.

• Specify any concerns or restrictions related to conflicts of interest.

Evaluation team composition

• Identify the composition and competencies of the evaluation team. This should

follow from the evaluation focus, methods, and analyses required. Distinguish

between desired and mandatory competencies, as well as whether competencies

are required by the whole team or by certain members.

• Multidisciplinary teams are often appropriate. The qualifications and skill areas to

be specified could include:

- Areas of technical competence (sector, issue areas)

- Language proficiency

- In-country or regional work experience

- Evaluation methods and data-collection skills

- Analytical skills and frameworks, such as gender analysis

- Process management skills, such as facilitation skills

- Gender mix (not to be confused with gender analysis skills).

Procedures and logistics

• Specify as necessary logistical issues related to staffing and working conditions:

- Availability and provision of services (local translators, interviewers, data

processors, drivers)

- Availability and provision of office space, cars, laptops, tape recorders, and procedures for arranging meetings,

requirements for debriefings

- Work schedule (hours, days, holidays) and special considerations such as in emergencies (e.g. often a 7-day

work week is combined with R&R breaks)

- Special procedures, for example on relations with press, security, evacuation in emergencies

- Benefits and arrangements such as insurance (particularly in emergencies, consider hazard pay, war risk

insurance)

- Seasonal constraints, travel constraints/conditions and socio-cultural conditions that may influence data

collection

- Reporting requirements apart from products to be delivered (e.g. as accompanying invoices)

Products

• List products to be delivered, to whom and when. Consider:

- The evaluation report

- Completed data sets (filled out questionnaires or surveys)

- Dissemination materials (newsletter articles, two-page summaries, presentation materials)

- For UNICEF, evaluation consultants should be required to provide all of the information for the UNICEF CO update to the UNICEF Evaluation Database in the required format

- Assessment of the evaluation methodology, including a discussion of the limitations.

• Specify the format for deliverables, including software, number of hard copies, translations needed and structure of the evaluation report. (See “UNICEF Evaluation Report Standards” and UNICEF Evaluation Technical Notes Series no. 3 “Writing a good Executive Summary”.)
Resource requirements

• Estimate the cost and prepare a detailed budget. Note the source of funds. Link the budget to the key activities or phases in the work plan. Cost estimates may cover items including:

- Travel: international and in-country

- Team member cost: salaries, per diem, and expenses

- Payments for translators, interviewers, data processors, and secretarial services.

• Estimate separately any expectations in terms of time costs for:

- Staff (before, during, after)

- Other stakeholders, including primary stakeholders.
Annex VI
Content of ToRs for Evaluation of Humanitarian Actions

Key messages:

· There are two main problems with the purpose and focus commonly seen in Terms of Reference (ToRs):  1. They tend to be overloaded when everyone adds their own questions within agencies but especially in joint agency evaluations.  The questions cannot all be answered due to conditions and context.  2.  Different purposes for an evaluation may be sought in one mission: especially lesson learning and accountability causing ambiguity in its emphasis and approach.  
· ToR provides a formal record of agreement as to what will be done and should outline all obligations of all participants in the evaluation.

· The evaluator and commissioning organization need to work together in order to streamline the evaluation. The evaluator must examine the practicality of the planning process, the feasibility of meeting stakeholders needs, the strength of the TOR, the balance within the team, and to take steps to influence these variables to make the evaluation more effective.

· Whether evaluators take place in the core planning activities or not, insight into the planning process is essential. The key components in planning include the identification of stakeholder interests, the budget and resources, feasibility and timing, development of the ToR, and formation of the team.

· Expending adequate time and effort in preparing a good ToR has big payoffs in terms of resulting quality, relevance, and usefulness. 

· The budget and other resources available influence the scope and methods of the evaluation.

· ALNAP recommends an initial reconnaissance mission before the ToR is finalized.

Detailed ToRs generally include:

· The reasons for the evaluation and its objectives (why evaluate)

· A statement of the scope and specific issues to be addressed (what to evaluate – policy, programme, operation, issue)

· Objectives – the extent to which the evaluation is expected to provide accurate measures of impact and contribute to accountability should be carefully considered.

· The questions to be answered (criteria or focus) and tasks to be carried out, including, if possible, what information is to be collected and how.

· The locations to be visited (where); access to information and people.

· Which people are responsible for which tasks (who)? To what extent is the evaluation independent?

· A statement of the expected output & style of the report.

· A timetable (when to evaluate) indicating when various tasks will be completed as well as the due dates and recipients of any periodic reports or outlines. The ToR should specify that an initial report will be submitted in draft and provide time for corrections or changes to the draft once it has been reviewed.

· A budget indicating the costs associated with the evaluation

· What happens after the evaluation (follow up, ownership)

Other issues

Need to consider translation of ToR for in-country use by evaluators

The evaluation team often draws up a detailed work plan of the evaluation, once the ToR has been decided on.

Source materials

Wood A (ed), 2001 Evaluating International Humanitarian Action: Reflections from Practitioners  Zed Press chapter 10, pp351-364

Annex VII
Rwanda evaluation Case Study  
Evaluation of a Program Targeting 
Child-Headed Households in Rwanda
“Look Before You Leap:

The Importance of Evaluation to Humanitarian
and Development Programs”
Jeremy Hess, MD, MPH

When we undertake an evaluation, there are several questions that we need to answer in order to frame the work that we do:

1. What are the goals of the program that we are evaluating?

2. What theoretical frameworks are we using (HLS, RBA, etc. ) and what are the outcome indicators that were developed in our  program strategy?
3. How can we measure  program impacts?

4. What study design is most appropriate for the questions we are trying to answer and is most realistic given your resources (i.e. qualitative, quantitative, some combination of these)?

5. What kind of  sample will give us the most confidence in the  validity of the evaluation measures?

6. What might be the constraints of time and resources that will affect our  evaluation design?

7. What do the data mean?

8. What are we going  to do with the information?
The following case study is how CARE Rwanda answered these questions in a recent evaluation of a food aid program targeting child-headed households, or CHHs.  The evaluation took place in the summer of  2002.  Some of the results of the evaluation will be presented here, but the purpose of this paper is primarily to discuss the process of the evaluation, not convey the results of that study.  For the full evaluation report, please see http://www.sph.emory.edu/rwanda.  
First, some background on CARE-Rwanda’s program, the LIFE Project.  LIFE is a food-aid program targeting approximately 1,300 vulnerable households in Rwanda.  Located in sub-Saharan Africa, Rwanda has been wracked by two emergencies in the last decade:  the 1994 genocide, in which approximately 1 million people were killed, and a raging AIDS epidemic, with the thirteenth-highest rate of adult HIV infection in the world.  

The LIFE project targets those most affected by these crises.  Its goal is to reduce vulnerability to HIV and other sexually transmitted infections by providing food aid to vulnerable households, improving food security and minimizing the upheaval of the AIDS epidemic.  Approximately two-thirds of the project’s households are “child-headed households” (CHHs), homes of children orphaned either by AIDS or genocide.  Other target households were headed by widows or people living with HIV.  As Rwanda has the highest number of orphans per capita in the world, CHHS were of special concern.

The logic of the LIFE project is that food aid reduces vulnerability to HIV/AIDS both directly, by improving recipients’ nutritional status, and indirectly, by improving their food security and reducing the need to rely on other sources of food and income.  LIFE started in 2000 and ends in 2005.  LIFE’s food aid is donated by USAID through the Food for Peace initiative, and is intended to cover 70% of the basic caloric needs of all household members through a balanced combination of cornmeal, wheat flour, corn-soy blend, green peas, and oil.  In 2001 LIFE expanded to provide HIV/AIDS awareness and prevention, child-rights awareness and advocacy, microfinance, and life-skills training to beneficiaries.  The 2002 program evaluation was done to assess LIFE’s nutritional impact on CHHs at its half-way point, and to lay a foundation for longer-term evaluation of the expanded activities.

1.  What are the goals of the program, and what are you trying to prove with the program evaluation?

This was an important point to consider when we designed the evaluation.  As noted above, the LIFE project’s ultimate goal is to reduce vulnerability to HIV and other sexually transmitted infections by improving beneficiaries’ nutritional and food security.  Another, secondary goal of the LIFE project is to increase local capacity to ensure children’s rights and respond to the AIDS epidemic.  The goal of the program evaluation was to see how much the LIFE project had improved nutritional status and food security of its CHHs in two years of programming.  

2.  What are the  theoretical frameworks are you using and what is the logic of your program strategy?

There are a number of different theoretical frameworks underlying the LIFE project design.  The first is that food insecurity, prevalent in Rwanda – Africa’s most densely populated country – forces people to use coping mechanisms that put them at increased risk for HIV.  Most Rwandans rely on subsistence agriculture for the majority of their nutritional needs.  If a family’s food supply is in jeopardy because the parents have died and the house has less productive labor, the oldest daughter may trade sex for food or help in farming.  In such an arrangement she will likely have difficulty negotiating condom use and be at increased risk for HIV.  Another assumption is that food aid helps slow the decline of people living with HIV/AIDS and thus makes their family less vulnerable.  A third assumption is that the household is the appropriate unit for the intervention.  Finally, there is the assumption that, in the face of food scarcity and economic hardship, food aid will be used to feed those most in need, instead of, for instance, being sold in the market given only to the oldest males.  

3.  What are the measurable indicators of program impacts? 

The ultimate impact of the program, the rate of sexually transmitted infections including HIV, was deemed too problematic to assess.  Nutritional status, however, was more straightforward and equally relevant.  There are established measures for nutritional status among children and these were used as outcome indicators.  Other outcome indicators included measures of food security and coping mechanisms in the face of food scarcity.  These indicators had to be developed based on research into food scarcity and coping mechanisms in Rwanda, specifically.  Process indicators for the LIFE project included recruitment of local organizations to distribute food aid and provide ancillary programming to beneficiary households, but the program was already following these indicators separately.

4.
What study design is most appropriate for the questions you are trying to answer and is most realistic given your resources?

We decided to use a variety of different quantitative designs to evaluate the LIFE project.  A qualitative study had been done at the beginning of the study that would provide a good context for our quantitative findings, and we felt that the nutritional outcomes that we were interested in would be best studied using quantitative measures.  We designed two different studies:  a cross-sectional study comparing a case group of CHHs that had been in the LIFE project for approximately six months with a control group of newly-enrolled CHHs, as well as a longitudinal study looking at the newly-enrolled CHHs from their enrollment through one or more years of food aid and other interventions.  We chose the cross-sectional design because this could be done relatively quickly and would give us reasonably reliable information about CHHs in our program; we chose to do the longitudinal study because this would provide more valid and longer-term information about the results of the intervention. 

5.  How to sample and ensure validity of the evaluation measures?

As is typical, this was one of the more challenging aspects of the evaluation.  There are two parts to ensuring validity:  creating a valid sample, and using measures that appropriately assess the outcomes of concern.  Creating a valid sample requires defining the overall population (CHHs in the LIFE project, in this instance) and then sampling from that group in a way that minimizes bias, i.e. in a way that picks a subset that is as much as possible like the population from which it was drawn.  

To create a valid sample of CHHs, we needed first to define a CHH explicitly so we could include and exclude certain households in the study.  The Rwandan government considers anyone age 22 or under a “child” and has published its own data on CHHs using this age cutoff, so we decided to define a CHH as any household in which everyone was 22 or younger and there was no adult providing regular assistance or support.  We also excluded households receiving food aid from other programs.

We then needed to develop a sampling strategy.  There is more on sampling in the next section, but essentially we decided to sample as many of the CHHs in the LIFE project as possible.  We applied the same sampling strategy to the intervention group and the control group.  We knew our strategy might introduce some bias but recognized this and incorporated it into our data analysis and interpretation.

Once our sampling strategy was clear, we focused on ensuring that our outcome measures were valid.  To do this we did extensive research on the outcomes in question, particularly nutritional status, food security, and coping mechanisms in the face of food scarcity.  This background research helped identify other researchers’ outcomes and ensure that our measures were grounded in a thorough understanding of the context, i.e. what types of food Rwandan households grow at different points in the year, how they respond progressively to food shocks by first eating seed stock and harvesting crops early, but only taking children out of school to farm after severe deprivation, etc.  We also read extensively on the best nutritional measures to use in studying various age groups.  This research helped us identify others’ data for various outcomes that we could compare with the data we created.

6.  How to design an evaluation that you can actually do?

Sometimes it is nearly impossible to do an evaluation the way it really should be done:  both timing and resources can significantly limit what looks great on paper.  In this instance we were limited by timing, as we did not have any baseline data on nutritional status or food security and had to collect both pre- and post-intervention data in two months.  We also had some resource constraints, but were lucky to have significant support from USAID to put into program evaluation.  Another limitation was that LIFE was relatively small – we had only approximately 600 CHHs to sample from, spread out over a large, rugged geographic area, and it was hard to get a big enough randomly selected sample.

Given all these constraints, we decided to put our energy into increasing the yield of our sampling by organizing lists of all the target beneficiaries, both cases and controls, in a given geographic area, contacting them beforehand through village headmen, and asking them to come to a pre-defined point for interviews on a particular day.  We then revisited the sites at a later date in a second attempt to contact those unavailable for the first interview.  Careful planning and extensive discussion of our evaluation goals and the constraints we would encounter – from selecting and paying interviewers to securing sufficient vehicles to entering data and analyzing it in a timely way – facilitated the process.

7.  How to analyze the data? What do the data mean?

Our data were entered into an Excel database and then transferred to SPSS for analysis.  The analysis procedures used were correlated with the type of variable and its distribution.  Nutritional outcomes were standardized and compared both pre-to-post as well as with established measures stratified by age.  Food security and coping mechanism data were compared pre-to-post and with published data discovered during the literature review process.  Appropriate statistical tests were applied to assess the strength of the conclusions suggested by the data analysis.  

The data presented here are in very reduced form.  For an extensive review of the results, and a PowerPoint presentation of the study process, visit http://www.sph.emory.edu/rwanda.  Briefly, the major findings were that the food aid was having the desired effects:  the nutritional status of child-headed household members who had received aid, even over a relatively short intervention period, was better than the controls who had not yet received any intervention.  Young children and those with the worst nutritional status improved most markedly.  Households receiving food aid were less food-insecure, though they did still resort to various coping mechanisms at a much higher rate than the general population.  Households with significant land holdings – three fields or more – seemed to benefit most significantly from the food aid; they were also better able to cope with food shocks than their peers with fewer land holdings.  The results suggested that food aid had the most potential to improve nutritional status in households that were headed by young individuals, females, and in households with some land holdings.  Other households benefited from food aid but less dramatically, and are perhaps best targeted with a combination of food aid and other interventions.

8.  What to do with the information when the evaluation is done?

Findings are only useful when applied.  As noted above, findings should always go at least three places:  back to the community that they were collected from, into future program planning, and into advocacy efforts on behalf of the population.  In this instance, findings were shared within CARE-Rwanda, with other CARE country offices working on AIDS and food security in sub-Saharan Africa, USAID, and through web publication of the evaluation results.  Findings were also used to help secure funding to complete the longitudinal study of CHHs in the LIFE project.  CARE-Rwanda took the findings, particularly the parts that we had some difficulty interpreting, back to the communities that we collected the data from and asked for help in interpreting some of the trends.  And CARE-USA proactively shared the data gathered and the process used with other CARE country offices as well as funders to promote the creative use of food to combat as well as the importance of program evaluation.

The Uses and Abuses of Evidence in Humanitarian and Development Work

There is tension around program evaluation:  most administrators understand its strategic importance, and most funders require it.  However, evaluation often takes some expertise, training that local country staff may not have, so it is often outsourced to consultants unfamiliar with the project.  Regardless who does it, evaluation can be intrusive and draw attention away from programming needs.  Evaluation sometimes shows that, though the project went well, the outcomes were not as hoped – and this can threaten funding.  Moreover, meticulous evaluation with its dry, academic language is not necessarily what sells:  pictures and stories are often what keep donations coming in.

But there are at least four compelling reasons to invest significantly in evidence-based program evaluation:  ethical imperative, practical worth, advocacy potential, and professional integrity.  

Ethically, evaluation is important because it helps distinguish an intervention’s benefits and harms.  In medicine, the overriding professional ethos is embodied in the phrase “First, do no harm.”  Practically, this means do no harm that outweighs the benefits a patient may receive.  Development is not medicine, but those in the humanitarian field should be able to embrace a similar ethic with similar gravity:  both individual lives and communities are at stake.  And sometimes the only way to know whether harm was done, despite strong anecdotal evidence, is well-designed program evaluation.

Practically, evaluation improves programming.  The contributions of evaluation to programming start with project planning; considering how to evaluation a project before it begins cultivates realistic, directed thinking about project goals and outcomes.  When evaluation is complete, the findings can help refine programming and increase the efficiency of fund allocation.  Evaluations that show a program’s positive effects can be very helpful in expanding program activities and securing additional funding.  Evaluations that show a project did not achieve its goals help redirect resources to other activities and spur new thinking about how to better achieve the same goals.

Evaluation can also serve advocacy goals.  As noted in the introduction, evaluation, particularly quantitative evaluation, helps relate smaller groups – individuals and households – into a larger population, and thus ties them into a framework of human rights law that can be used to promote significant population-based action.  Not all humanitarian agencies will choose to embrace advocacy as part of their missions – but all can contribute to the work of those who do by conducting sound evaluations of program activities, evaluations that feed data into needs assessments and quantitative expressions of human suffering that are used to promote political change on an international scale.

Finally, evaluation is a matter of professional integrity for the field of development and humanitarian aid.  Development work and humanitarian intervention have become a distinct industry.  Given the circumstances in which humanitarian work is done, we command the world’s attention (though sometimes not as much as they would like) and are under considerable scrutiny.  Even when not under the microscope, development agencies, modeling for host governments, embrace transparency.  Like other professions that prefer self-regulation, the humanitarian aid community must commit to industry standards in order to minimize imposition of regulation by external agencies, be they international bodies, or local host governments.  Evaluation is a key to this process:  not only to demonstrating adherence to standards, but to developing and refining standards to which to adhere.

With these considerations in mind, it is clear that careful program evaluation is key not only to successful programming, but to the evolution of our industry.  Evaluation is complex and requires significant planning, as well as much time, energy, and funding.  It should be a priority to develop evaluation expertise in our field, however, not only in individual staff, but as development organizations, as much depends on it.  Even with an evidence-based approach to programming, faith will still be required for our work.  But we will be able to say with even more confidence that we are doing the right thing.

Annex VIII 
References (other guidelines for evaluation ToRs)

· Austrian Government, Guidelines for Terms of Reference for Evaluation of Austrian Government funded projects  http://www.oecd.org/dataoecd/41/14/34225768.pdf (see pp. 54 ff)

· Bamberger, Michael, Jim Rugh, Linda Mabry RealWorld Evaluation, published by Sage, 2006. http://www.RealWorldEvaluation.org  
· UNDP Office of Evaluation, Handbook on Monitoring and Evaluation for Results, 2002. http://www.oecd.org/dataoecd/8/48/35134974.pdf see especially Annex B pp. 141 ff.

· UNDP Office of Evaluation, Guidelines for Outcome Evaluators, 2002.  http://www.oecd.org/dataoecd/36/21/35142821.pdf 

· UNICEF, Evaluation Technical Notes, What Goes Into a Terms of Reference, December 2003.  http://www.unicef.org/evaluation/ 
· USAID/CDIE, Performance Monitoring and Evaluation TIPS, Preparing an Evaluation Scope of Work, 1996 Number 3. http://www.dec.org/ or, more specifically: http://www.dec.org/search/dexs/index.cfm?fuseaction=dexs.fieldresults&titles=TIPS&iauthor=cdie 
· Wood, Apthorpe & Borton: Evaluating International Humanitarian Action: Reflections from Practitioners.  Zen Books with ALNAP.  P. 173; pp. 201 ff.   Also, see  other Humanitarian Action evaluation reports and guidelines at http://www.alnap.org/ 

· World Vision LEAP Evaluation Terms of Reference Guidelines Published June 8, 2007, © World Vision International, LEAP Team available at http://www.transformational-development.org/Ministry/TransDev2.nsf/webmaindocs/211FED2B45EBD972882572F7005E9C70?OpenDocument 
Annex IV 
Glossary of acronyms and terms related to evaluation ToRs

	CI
	CARE International

	DME
	Design, Monitoring and Evaluation

	DMEAL
	Design, Monitoring and Evaluation for Accountability and Learning

	INGO
	International NGO

	M&E
	Monitoring and Evaluation

	NGO
	Non-Governmental Organization

	PSMI
	Project Standards Measurement Instrument

	ToR
	Terms of Reference (synonymous with Scope of Work)

	
	


Which of the following best describes the life-of-project evaluation design or pattern?


Endline only (no baseline)


Baseline + final (before-and-after interventions)


Baseline + midterm + final (before-during-and-after interventions)


Was/will there be a comparison group?


At baseline


At endline (final evaluation)


Will there be an ex-post evaluation (some time after project ends)?








� Former CARE USA Coordinator of Design, Monitoring and Evaluation for Accountability and Learning.  Original version of these guidelines developed for CARE International in 2007. This updated version developed for CARE Sierra Leone following a workshop 19-22 June 2009.


� See MEGA reports (2000, 2002, 2004), available on the CARE Program Quality Digital Library at � HYPERLINK "http://pqdl.care.org/" �http://pqdl.care.org/�.  


� ToRs are also referred to as Scopes of Work (SoW)


� A condensed version of the CI Evaluation Policy is included in Annex II.


� It would be good practice to attach the full CI Evaluation Policy and Programming Framework (with Vision, Principles, Standards) to the ToR or contract for consultants commissioned with conducting evaluations in CARE.  At a minimum, this condensed list ought to be included within the ToR to be certain that these expectations are clearly communicated, understood and applied during the process of planning for, implementing and reporting the findings of an evaluation.


� Evaluation reports should be posted to the � HYPERLINK "http://www.careevaluations.org" �http://www.careevaluations.org� website, or sent to � HYPERLINK "mailto:evaluations@sharepoint.care.org" �evaluations@sharepoint.care.org�. 


� The PSMI (Project Standards Measurement Instrument) can be used as a checklist as part of the evaluation process.  Available on � HYPERLINK "http://pqdl.care.org" ��http://pqdl.care.org�. 


� See guidance used elsewhere in these ToR guidelines.


� List extracted and modified from Bamberger, Rugh and Mabry, RealWorld Evaluation , Sage 2006.  See � HYPERLINK "http://www.realworldevaluation.org" ��www.realworldevaluation.org�. 


� See some typical evaluation designs in Annex III.


� Adapted from UNICEF Evaluation ToR Guidelines


� Also from Bamberger et al, RealWorld Evaluation, op cit.


� Merging ideas from outlines used by World Vision, The Law and Order Trust Fund for Afghanistan, CRS Ghana DAP, Seeds of Peace, Evaluation Capacity Building and other programs/agencies.  Customized with participants in CARE Sierra Leone evaluation ToR workshop in Freetown, 19-22 May 2009.





� Evaluation type: e.g. baseline, mid-term, special study, endline, ex-post, etc.


� See “Guidance for Evaluation ToRs”  for related materials, checklists, etc.


� See full version at � HYPERLINK "http://pqdl.care.org" ��http://pqdl.care.org� 


� The Project Standards Measurement Instrument (PSMI) is one tool that has been developed for this purpose.


� DMEAL = Design, Monitoring and Evaluation for Accountability and Learning


� These can also be referred to as the “Program Quality Standards.”    The PSMI (Project Standards Measurement Instrument) is available for use as a guideline for understanding these standards more thoroughly, and for assessing how well a project currently complies with each of these standards.  Accessible at � HYPERLINK "http://pqdl.care.org/" �http://pqdl.care.org/�. 


� These standards refer specifically to CARE projects (whether implemented directly or through partners).  However, where there are specific longer-term programs these standards should apply to them as well.


� Bamberger et al, RealWorld Evaluation, Sage 2006


� These are the kinds of questions that should be asked by an evaluation team when called in to evaluate an ongoing project. Obviously, if these questions are considered at the time a project is designed the evaluation plan can be stronger. Otherwise, the evaluation team will have to cope as well as they can with the given situation.





� Adapted from: Planning and Organising Useful Evaluations. UNHCR Inspection and Evaluation Service, January 1998
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